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Abstract—We consider a transmission of a delay-sensitive ~  data packets

data stream from a single source to a single destination. The
reliability of this transmission may suffer from bursty packet e w2 Pt
losses - the predominant type of failures in today's Interne  BBOO,| FEC(p, k) (HUOOOO, 1
An effective and well studied solution to this problem is to N
protect the data by a Forward Error Correction (FEC) code | n FEC packets | % ?fb}“
and send the FEC packets over multiple paths. In this paper O oL

: n
we show that the performance of such a multipath FEC scheme sources destinationd
can often be.further Improvgd. Our key observgnqn IS thqt the Fig. 1. lllustration of a multipath system witlR = 3 paths Py, P», P3
propagation times on the available paths often significanyl differ,  petween sources and destinationd. t1, 2, s are the corresponding path
usually by 10-100ms. We propose to exploit these differensdy  propagation timesk data packets are complimented with- & redundancy
appropriate packet scheduling that we call ‘Spread’. We evluate  packets, and the resulting FEC packets are split onto the three paths using
our solution with a precise, analytical formulation and trace- the ratesni,ne andns, respectively.
driven simulations. Our studies show that Spread substandilly
outperforms the state-of-the-art solutions. It typically achieves techniques to solve the problems (1-3) as a function of the
two- to five-fold improvement (reduction) in the effective bss rate. statistical loss properties of the paths [4,5,10].

Or conversely, keeping the same level of effective loss rat8pread . .
significantly decreases the observed delays and helps fighj the However, there are other important parameters affectiag th

—k redundancy packets

delay jitter. performance of the multipath FEC system. In particular, in
Index Terms—Multipath, FEC, propagation time this paper we show that the propagation times on the availabl
multiple paths often significantly differ. These differescin
|. INTRODUCTION turn, can be exploited to improve the system reliabilityldBe

We consider a transmission of a delay-sensitive data stre&® explain and motivate our approach on concrete examples
from a single source to a single destination. How can we irahd measurements.
prove the reliability of such a transmission? Tradition&@
(Automatic Repeat-reQuest) mechanisms impose additionA,aI o
and usually unacceptable delays. A more applicable teaknig'dnificantly
is to introduce some type of redundancy, e.g., Forward Errorin Fig. 2 we study the path propagation time differences in
Correction (FEC). Clearly, due to the delay constraintsE& F the real-life Internet. We collected the measurements oy ru
block must be of limited length [1]. This, in turn, makeshing all-to-all traceroutes between 326 nodes in DIMES [12]
it inefficient againstbursty packet lossefl] - currently the These nodes are usually private hosts located at diffeitest s
predominant type of losses in the Internet [2]. A good soluti around the world. (We obtained similar results for measure-
to this problem is to assign the FEC packets niltiple ments on PlanetLab [13].)
paths spanning the source and the destination [3]-[10]. An For each source-destination pair we construct a sek of
illustration of a multipath FEC system is presented in Fig. paths. We always include ttdérect path P, with propagation
Theoretically, the multiple paths could be constructechwitime ¢;. Each of the remainingz —1 paths isindirect, i.e.,
the help of source routing, but this technique is not yetyfullit uses some overlay relay node to forward the traffic. We
available in the Internet. A more practical alternative hg t choose uniformly at random a numbeér of candidate relay
use of overlay relay nodes that forward the traffic (as imodes among the remaining 324 DIMES nodes. This results
Fig. 1). If the resulting paths are statistically indepertge in C candidate indirect paths, from which we select the 1
which is especially likely for multi-homed hosts, then tlosd paths, following the procedure [5]. It gives preferencertab-
bursts get averaged out and FEC regains effectivenesdaBimilelay paths that are most disjoint with the direct path.
performance benefits due to multipath were also observed imMAccording to Fig. 2, forR=2, the best indirect pati, has
the context of Multiple Description Coding [11]. propagation times larger, by typically. . . 75ms, than the di-
When designing a system that splits a FEC block acromect pathP;. Moreover, the path propagation time differences
multiple paths, we have to (1) select some paths out of aficrease significantly with the number of patRsused in the
candidates, (2) assign the transmission rates to theses, paslgstem (here we showi = 3). We conclude that in the real-
and (3) schedule the packets. The previous studies propbfelnternet the propagation time differences on multip&ths

Propagation times on direct and indirect paths may differ
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Fig. 2. The difference between propagation times on thectdpathP; and  d) 8?;";31 } DDDDDD‘ } T = 0.148%
the best indirect path®, and P3. We present the results fdR = 2 (two At = 50ms | ; (state of the art)
paths: one direct and one indirect) aRd= 3 (the direct path and two indirect ’—‘ 3
paths). The histograms show the distribution of propagatime differences e) 3(3;’2) }D‘ | I:I DDIj } T = 0.113%
for C' = 5 available candidate indirect paths. For more results sé [1 ’ | ! |
betwe_en a source—destina_tipn pair are significant, tyfyicalf) Sy }D L] EE|II DE[ } Wp*B = 0'016|%'
reaching several tens of milliseconds. ! ; (proposed solution)
B. The differences in propagation times can be exploited by® Si, [l [l o ogoQg 75 = 0.129%
multipath FEC system START (for comparison)
We propose to exploit these path propagation time diffeffig. 3.  lllustration of various packet schedules and thesrfgrmance

[p— ; imeasured in the effective loss ratg,. We use two independent patks and
ences when deS|gn|ng a mUItlpath FEC system. Our SOIUt@QﬁWith identical failure distributions. The data packets gemerated at the

is easy to implement and can bring significant performanggurce everyi” = 5m.s and coded with FEC(6,4). (a) The path propagation

gains. Consider the concrete example in Fig. 3. There exdst ttime ¢> on path P, is At = t2 —t1 = 50ms larger than onP1.  (b) No

paths between the source and the destination, the direut ggtC; Single path, the packets are sent at s, 10, 15ms. — (¢) FEC
on P; only, packets are sent as soon as they are generated, i.esemMie

Py, and an indirect patl, created by employing a relay node:mmediate’ schedulesi™™.  (d) Packets alternate betweéh and P» with
Let t; = 100ms andt, = 150ms be the propagation delaysequal transmission rates; = no = 3. The total FEC block delay resulting

; ; immfom this scheme serves as a maximal FEC block delay in tHewfoig
on Py and P, respecuvely. So the path propagation tImI;'{cenarios. (e) Packets alternate betwedn and P, with equal rates, but

difference isAt = 50ms (Fig. 3a). We assume th&t and P2 the three packets sent af; are maximally spread. (f) Packets are split

are independent, and have the same lossIfdt@and average betweenP; and P; with optimal ratesni = 4,n2 = 2, maximally spread.

loss burst length ol0ms. The data packets are generated 49) Packets are maximally spread, but Bn only (for a comparison purpose).

the source ever§” = 5ms. If no form of packet protection is )

used, then the data packet loss rate observed at the diestinat 1he example presented above makes some assumptions on
or the effective loss rateis 73 = 1% (b). Assume now that the model and uses various schedules together with exact
we use systematic FEC(6,4) to protect the packets. If we sefifivation of the effective loss rate;. We discuss all these

all packets onP;, with inter-packet timeg”, then the effective @SPECts in details in Sections II-V, for the general maitip

loss rate after FEC decoding is;, = 0.553% (c). Following C&S€- Next, in Section V we evaluate our solution analytical
[5,10], we now split the packets equally betweBn and P, and by trace-driven simulations fed with real Internet ésac

(the equal rates result from identical loss properties dhg)a Finally, we study the related work and conclude the paper.
which decreases}, to 0.148% (d). This solution represents the

state of the art in minimizing 7. Note that now the last FEC
packet on pattP; reaches the destinatiopec = to-+4-T =170 The packets, calledata packets, are generated at sousce

milliseconds after the generation of the first FEC packet With constant inter-arrival timel". There existR paths be-
source. In other words, the application using multipath FE&een sendes and destinatior, with the propagation delays
must accept the (maximal) delay equal fig-c. However, (i:---,tr, respectively.

we can achieve far better results still respecting this welg\_ Path losses

constraint. For instance, we can appropriately increase th ,
packet-spacing otP; and achievers, = 0.113% (). Finally, The paths are assumed to be independent. We model bursty

we get an even more significant improvement by sending folgsSes on each path by the continuous-time version of the
packets onP, and two packets?, i.e., by applyingunequal G_llbert model [4,1_5]. It is a two-state stationary Continso
sending rates on the paths (f). This resultsrig=0.016%, 'me Markov Chain (CTMC){XT(t)}" The ,stateXf(t) at
which is almost one order of magnitude smaller than (d). FHf€ ¢ assumes one of the two valués{'good’) or B (‘bad).
comparison, we present in (g) the packet-spaced version off & Packet is sent at timeand X,.(t) = G then the packet is
single path. transmitted; |fXT((t)) =B tP?n the packet is lost.

In other words, we exploit the differences in path propa- We denote byr;,” andr;” the stationary probabilities that
gation times by spreading the packets in time, such that tierth path is good or bad, respectively. Similarly, ¢}’ and
maximal allowed delay is respected. The gain over the statg) be the transition rates fror& to B and from B to G,
of the art measured in the effective loss rafg may be very respectively. In this paper we use two meaningful, system-
significant; here it i9.016% vs 0.148%, i.e., almost ten-fold. dependent parameters to specify the CTMC packet loss model:

II. MODEL AND PROBLEM STATEMENT



& acceptable delageec. In this case our goal is to design a good
ﬁ' E' |f| |j Data packets generated schedule respecting this constraint, which is the approaet
at the source ; ;
6 5 3 1 in this paper.
Pl | L 4 ¥ 2 Q ScheduleS = (7, R), The schedule also implicitly defines thate n,. of path P,,
P, N N R=(1,2,1,2,1,1) i.e., the number of FEC packets sent Bn Similarly, let &,
<] Time  FEC(6,4) be the number of data packets among thepackets sent on
4\@ /\@ (&® (&@ //& » ni=4,k1=2 P,. Clearly,> n, =nand)_ k, =k.

@\&@ no = 2, kz =2
(& H *
Fig. 4. An illustration of a schedul§ = (7,R) on R = 2 paths with D- Effective loss rater; and problem statement

FEC(6,4). Four data packets numbered 1-4 are generated sotince at equal . .
intervals T'; the first one specifies time= 0. Then — k = 2 redundancy Our ulimate goal is to send a stream of data packets over

packets are numbered 5 and 6. According to the scheflte (7, R), the  (possibly multiple) lossy channels in a way that minimizes t

ith FEC packet is sent at timE(i) > 0 over pathR(z). losses observed at the destination, given a maximal value fo
. ) - trec. Therefore, we adopt a natural performance metric called
(i) the average loss rate;’, and (i) the average loss bursteffective loss raters,. It is defined as the expected fraction of

length1/4.{; . All other parameters can be easily d(e)rived fronbst data packets observed at the destinadiafter an attempt

these two becausyeg) _ g and 7\ = _Fa of FEC decoding. Now the problem can be stated as follows:
' R B POEQ) . ) (r)
¢ B Given the path propertleSrég , 1/uy’ andt, for every path
B. Multipath FEC P,), the FEC parametersn(and k) and maximal FEC block

We use a SystemaﬁcFEC(n’ k) scheme to protect the transmission timerec, find the schedulé that minimizes the
data packets against losses (see Fig. 1). This means:thdtffective loss ratery.
(unchanged) data packets are followed by additional & We approach this problem in two steps. First, in Section I
redundancypackets. As a result, we obtain a FEC blocke derive an exact analytical formula for the effective It
that consists ofn FEC packets. The destination uses th& for a given scheduls. Second, in Section IV we introduce
redundancy packets to recover some of the lost data packtschedule that exploits the differences in path propagatio
as follows. LetF" be the number of lost FEC packets and Idfmes and outperforms the schedules proposed to date.
D be the number of lost data packets of a FEC block, both
before the FEC recovery (note that contributes toF). If I1l. DERIVATION OF THE EFFECTIVE LOSS RATETp
F < n —k then all then FEC packets and hence all the  |n order to design a good schedule we must be able to evalu-
data packets are recovered. In contrast i n — k, then no ate it. In this section we derive the exact analytical exgitess
FEC recovery is possible and data packets are lost. for the effective loss rate’ for a given scheduls.

C. Packet scheduling A. The effective loss rate}; for an arbitrary schedule

Finally, the packets are sent according to s@tigeduleghat First, we deriver’, for an arbitrary schedulesS. Let c
definesvhenandon which patreach FEC packet is sent. More, ' 5 . . . .
precisely, we denote b§ — (T, R) the schedule of packetsbe an—_tuple rekpreSEntmgi a particular f?lg:]e conﬂgurztlon,
in a FEC block, wherg™ andR are vectors of length. The cir 1<s g_n,dta est T value (resp_.(,jB)_ ! Zt” FEC_p;Cert
ith FEC packet is sent at tiniE(i) over pathR (i), as shown IS transmitte (resp., lost). By consi ering a possikigfe
in Fig. 4. The time is counted from the generation (at th%oqf|gurat|on3: we can comp.ute the effective loss ratg for
source) of the first data packet of the FEC block. Denote gygwen schedul& as follows:
trec the FEC block transmission timé.e., the time between Ty = 1 ZD(C) -P(c), )
the generation of the first FEC packet at souscand the k
scheduled delivery of the latest FEC packet at destination

Given a scheduls, tgec can be easily computed as

all ¢

where D(c) is the number of lost data packets (after the FEC
recovery) for a givere. For a systematic FE@, k) we have

trec = 11%1%)(71 (T(l) + tR(i))- (1) 0 if 2?21 liempy <1 — k
For a given scheduletgec can be interpreted as the total () { Zle lyc,—py oOtherwise.

delay imposed by the multipath FEC system on the dela%—
sensitive application using it. Indeed, if the first packéto
FEC block is lost and needs to be reconstructed by FEC, t
we have to wait up targc until the destination is reached by
the other FEC packets necessary for the reconstructioneof
lost packet. In practice, however, a constraint is likelgoone
from the delay-constrained application itself, as the meaki

order to compute the probabilitf(c) of a failure con-

figuration ¢, we consider theR paths separately, as follows.
enote by7 (") the vector of lengtm, with departure times
f packets scheduled b§ on pathP.. Similarly, let (") be
nn,.-element vector with the failure configuration on p&th

defined byc. As the R paths are independent, we have

R

1The non-systematic FEC is easier to handle, but also lesseetfi We ]P’(C) = H P(C(T)), (3
show its analysis in [14] r=1



where P(c(")) is the probability of a failure configuration E[D,|F, =j,] of lost data packets given that FEC packets
¢ on path P,. The derivation ofP(c(")) for the Continu- were lost. We achieve this by an approach similar to the one
ous Gilbert loss model is straightforward. Indeed, dengte lised in [16] in the context of a single path FEC, as follows.
pz(.fj) () the probability of transition from stateto statej on We consider a patlP. and a set of allhn, FEC packets

path P, in time 7, i.e., sent onP, with equal packet interval’,.. We denote by} ]
) iy . the event that any out of a consecutive packets are lost. We
pi; (1) = PIXo(7) = j1 X, (0) = i]. allow for a concatenation of events, e.Gi[;] (resp.,[;]B)
From the classic Markov Chain analysis we have: means that any out of a block ofa consecutive packets are
(T) (T) (r) (T) ) (r) lost and that this block is preceded by a good packet (resp.,
o(T) = +7p p(T) =1 —Tp

(T) ( ) (T) (T) o 0y @ followed. l_Jy a bad packet). We can now comple’. = j,)
c(r)=mg" — p(T)=mp" + 75« by conditioning on the state of the first packet that conforms

wherea = exp (- (u (r)+‘u(r)) ). Now P(c(")) can be easily the packet loss stationary distribution:

computed. For example, fof") = GBB we have P(F, = j,) =P(G [ ')+ PB[7]]) =
P(c" =GBB) = Wg) pg)B(Tl) pg,)B(Tz), _ﬂ.é) P(™, ] | G) + 7.‘.B) P([7;7:11] | B), (8)
(1) () .

wherer; =7, -7, is the time interval between théh and where P([%] |q), q € {G,B}, is the probability that any

(i+1)th FEC packet scheduled & on pathF.. Generally, out of a consecutive packets are lost given that this block

- - ” is preceded by a packet in state Although no general
P(c") = ( ) H p ng ™, zgti Ti( ))' ) closed form ofP([}] |g) is known, it can be calculated by
' the recursive approach first proposed in [17] and extended
e.g. in [16] [4]. We show in tP? Appendix the details of this
i ” - ” - computation. It takes’, 1/’ andT,. as parameters, and
B =1 ZD H”( : H p((2> ) 7;Sri Ti( ))' 6) directly uses the relatﬁ)ns {4)Babove.

In order to findE[D,|F, = j,], we first deriveP(D, =
i, F.=j,). Let us consider thé, data packets and the.—k.,

Equation (6) allows us to compute the effective loss rgte redundancy packets separately, and additionally comditio
for any schedule&s. However, evaluating (6) is computationallythe state of the last data packet as follows.

expensive because the main sum is over all 2Refailure , )
. . . . . P(D, =14, F. =j,)=

configurations. Thus it can be applied to a relatively small 1 h - —

only. Fortunately, we can significantly reduce the compotat ~ P([*71G) 'P([ngr—rb 1G) + P(5] B) -B([7 o 11B) =

complexity by assuming that on each path (separately), =P(G [*])- ([”T"j]\G) + P(B [ (["r"? 11B) =

the packets arevenly spacedi.e., for all 1 <i <n,—1 the ) p it I (r) (Pt

intervaIsTi(H - Ti(r) are the same and equal to a constant e BETTIORITSTIC) + P(ELTIBIR( 5i11B):

that we denote byl’.. Indeed, this constraint leads us to &he first equality uses the Markov property of the loss model:

formulation of 7}, (below) that may take orders of magmtudqp

less time to solve than (6), as we show in [14].

In order to computery, under the even-spacing case, we
look closer at the packets lost on each path. Denotgpy Whereq € {G, B}. Now it is easy to calculat&[D.,|F, = j.:
and D, the number of FEC and data packets lost on path k. , )
respectively (both before FEC recovery). Now we can rewrite  g[p, |F, = j,] = ZZ P(Dr =14, FT' = ]r)' 9)
the total number of lost FEC packets & = ) _F, and P(F. = jr)
the total number of lost data packets Bs= ) _D,. This
decomposition leads us to the following derivationzgf:

Finally, we plug (5) and (3) to (2) to obtain

all ¢
B. The effective Ioss rate} for even spacing on paths

D, =i, F, = j, | last data packet ig) =
=P(D,=i | last data packet ig) - P(F,. =, | last data packet ig),

i=0

We plug (8) and (9) into (7) and obtain a complete formula
for the effective loss rate};:

P(F = j)-E[DIF = j] = L1y B e .
b nX;H momp 2 3 (I Rese) + w5 B ) -
J=n—k+1l 0<ji,.jr<j \7r=1
1 - . . ) ) Jit iR =]
== Z Z]P’(F1:,717..~,FR=]R) -E[D|FA=j1, .., Fr=jr] = (Xﬁ:i 0 ([ 71]‘0) [n% 11G) + ﬂg) P((51]1B) - B[ 1| B)
j=n—k+1 0<j1,.,jr<j . i = )
R =5 O B(Ie) + Ty ~P<[],;, 11B)

) . . (10)

S > <HIP’(FT =3j») - >_E[D,|F, —M)

e TP R = where every term of typ&([] |G) or P([;] | B) is calculated
gt tin =7 () through the set of recursive equations given in the Appendix

In order to evaluatery, for each pathP. we need to  To the best of our knowledge, Eq. (10) is the first exact
calculate two components: (i) the probabilil(F,. = j.) solution of this model. All previous works used some approx-
that j, FEC packets are lost, and (ii) the expected numbinations of E[D,|F, = j.|. We discuss it in detail in [14].



IV. THE DESIGN OF THE SCHEDULES violation of the constraint C1. For example, if we schedule

In the previous section, we derive an exact formula for tHcket 1 onPy at time 7(1) = 0 (andk > 1), then no other
effective loss rate}, under a given schedut® Here we focus Packet on any path can be scheduled before timeT’.
on the design of a good schedule that results in smigll In order to guarantee feasibility, we define Spread as fol-
Not all schedules are applicable in practice. Indeed, bdvs. First, we order the paths according to their ratestista
(i) the maximal allowed FEC block transmission timgc from the path with the highest rate. (When two paths have the
and (ii) the packet interval’ at the source impose importants@me rate, we take the one with a higher path propagation time

scheduling constraints. We say that a schedultedsibleif ~first.) We consider the paths one by one, following this arder
all three of the following conditions are satisfied: For each such patF., we spread the packets evenly on time
CLT() > (i—1)-Tfor 1<i<k, ie., no data packet is MeMvalll"”, tec—t,], wheret!”) takes the smallest possble
sent before it is generated at the source. value that satlsfl_es the feasibility condition. (The valdie _

, } i usually grows with the number of paths processed.) We #erat
C27(i) = (k—1) T for k<i<mn, ie, noredundancy s aigorithm until all paths have been scheduled.
packet is sent before all data packets have been generated. |y, present two examples of Spread schedules in Fig. 3. We
C37(i) +tr() < trec for 1<i<n, ie., all FEC packets usetZ. = 170ms and two different sets of rates; =n,=3
should arrive at the destination before the deadline. in (e) andn, =4, ny=2 in (f).

For given path rates,, . .., nr there are usually a variety of Spread builds oreven packet spreading a simple and

feasible schedules. Below, we discuss two classes of stdseduwidely accepted guideline that is often thought of as legdin
The first one, calledmmediate reflects the state of the art,to the optimal solution. Indeed, we can prove the following:

whereas the second orpread is our proposal. Theorem 1:The Spread schedule is optimal for the repeti-
tion code FECn, 1).

) , . . Proof: Under FEGn, 1) every data packet is replicated
The ImmediatescheduleS™™™ = (7"™",R"™™) repre- anq sent in: copies; the reception of at least one such copy
sents the approach used in [4] [5] [7] [6] [9] [10]. As th@eads to a success. As there is only one data packet, all
name suggests, Immediate sends the data packets as SoQR$edundancy packets (i.e., duplicates of the data packet

they are generated, i.e., every tlme_mteﬂial'l'he redundancy cgn pe generated already at time- 0. This eliminates the
packets use the same spacifigSo in general time dependencies between the paths. Therefore, eachPpath
Tmm (i) =(i—1)-T forl<i<n. (11) must maximize the probability of at least one successful

This specifiesvhenthe FEC packets are sent, but not on whiclansmission. This probability was proved to be maximized
path. A good and commonly used guideline ®F™™ is to when then, packets onP, are spreackvenlyon the time

spread the packets on each path separately with (roughdy) elnterval [0, tegc—t. ] (the proof can be found in [15] and holds
spacing [10]. When the rates are equal, i@+ns=. . =np only for the repetition code). This, in turn, is exactly what

then this boils down to a simple round-robin schedule agpliePread returns for every path under ReCl). u
in [4] [7] [6] [9]- In contrast, when the rates differ, a more However, the even packet spreadingniet always opti-

elaborate approach should be used. For this purpose we adaRt consider for example FEC(4,3) on a single path (i.e.,
the credit-based technique proposed in [10]. — (1,1,1,1) (1)

) . R = (1,1,1,1)) with loss rater;’ = 1% and average
The Immediate schedule can be interpreted as a functll(c))r%S burst lengthl / ) _ 5 and available time in-
S — I'mmediate(n;...ng, T). Two examples are given g /pp = oms,

g . . . terval equal to 15ms. The even spreading schedljle=
in Fig. 3: (c) is a single-path schedule with = 6 andny = 0, . . .
whe?eas (in)(d) we gseﬁwo paths angd=n, = 3 : ((0,5,10,15),R) yields mj; = 0.53%. But the optimal
2 ' schedule (found with optimization tools of Mathematica) is
B. ‘Spread’ packet Schedu"ngslw - our proposa| 81 g ((0,716, 1251, 15),R> and yleldSﬂ'*B : 050% This
Under Immediate, all packets are sent as soon as they means that Spread doest guarantee optimality in the general

: n, k) case. However, we show later in simulations that
generated. We propose, instead sfiread the packets evenly. . . )
. . : . it usually leads to close-to-optimal solutions and is thas a
in all the available times on each patife call this schedule effective and practical rule of thumb
Spread S*?" = (7°P",R°P").2 Compared with Immediate, P '

Spread additionally takes as parameters the path propagati _ _ ‘ _ _
times t;...tx and the maximal FEC block delag?.., i.e., C. Comparison of5""™ and S**": Optimal schedules; ;"™

EC .
S = Spread(ny...ng, T, ty...tx, t220). andS;p;, and loss rate improvement

The design of Spread is not straightforward. Indeed, asit was shown in previous studies that an Immediate multi-
the k: data packets are generated at the source with spdGingpath communication is better than a single path communica-
the paths are inter-dependent, which may easily lead to tiign. The main point we make here is that under multipath,

) _the Spread schedul§*?" that we propose in this paper is

SPREAD can be developed as ‘Space Packets Regularly Ewmploit . i v b h he | di hedgl@™ th
Asymmetry in Delays’. AcronymCreator [18] is a great todtthelps creating significantly better than the Immediate sche that
such meaningful acronyms. represents the state of the art.

A. ‘Immediate’ packet schedulin§™™ - state of the art



In order to demonstrate this, we compare the performance of , ;>
S'™m andS*P" in terms of their effective loss rates. What rates
n1 ...ng and what FEC block transmission timg:c should
we use to make this comparison meaningful and fair? Wex
should allow Immediate and Spread to optimize indepenylent@

Single path Immediaté{7;7,

A ACASAUACAVESES SRR S RAS S ACAC RS v RS a9

Immediate optimalSy;;"'=S("s) (state of the art)

o o o o
A= < © O ©

their ratesn; ...np, given that they impose identical FEC & N Segoeees —ooeooo croo-oo-0-0
block transmission timeszz® = ¢ More precisely, we 3 10° £ SpreadSis)
assume that the FEC parameterand & are fixed, and we X

proceed in two steps. First, we optimize the ratgs..ng = [ Al — 50ms

of Immediate, e.g., by evaluating (10) for all possible coné i m”-""z

figurations and selecting the rates that minimize the effect LW 'k o simulation

loss ratery. This results in the optimal Immediate schedule Y _ analytical

Sopi™, which, in turn, specifiegggc® as shown in (1). In the : s imal

second step, we setl. = tZ22, optimize the rates; ...ng [ m -rateonpy o OPAMA .
of Spread, and obtain the optimal Spread schedyjjg. 3 0 25 50 75 100 125 150

Finally, we define theelative effective loss rate improve-

) S ) Propagation time differencaAt
menty as the relative gain imj; due to the usage of optimal e

. . . . ig. 5. The effective loss rate}; as a function of path propagation time
Spread instead of optlmal Immediate, i.e., difference At. We useF EC(10, 8) on two independent paths$; and P-,

e ( imm) with data packet spacin@ = 5 at the source. The losses dA and P>

_ " B\Zopt (12) are modeled by continuous time Gilbert model with the sanezame failure
* Spry * _ —

TrB(Sopt) rate rp = 0.01 and the average burst length equglup = 10ms. Four

schedules are usede Sg%fg) - all packets are sent on a single path

The metricy can be precisely e\/_alu_ated by formulas (6) angith interval 7, e S{rm - Immediate with optimal rates:; = n> =5,

(10). The values ofy can be easily interpreted; for example, SeP, - Spread wittny =no =5, e S3P7 - Spread with the rates:, nz
v > 1 means that Spread performs better than Immediate. chosen optimally based on the valuesst.  Additionally, the dashed curve
shows the effective loss rate of tlyptimal schedulewhere packets are not

V. PERFORMANCE EVALUATION restricted to even spacing on each path; it was found by niaat@ptimization

. . . . . . tools of Mathematica. Inset: 77 as a function of rate:; on pathP; for
In this section we evaluate our approach first in simulations; — 50ms under Spread.  In both figures the plain lines are the theafeti

and next on real-life traces. values according to formula (10), whereas the circles aadbults obtained
in a simulation of the model. The size of confidence inter¢atst shown) is
A. Simulation results comparable with the size of the circles.

The goal of simulations is twofold. First, we verify the,, .o jiate schedulé/7z . Note also that, by construction,
correctness of our analytical results. Second, we can test A+ does not affect th

dea in a ful rolled i tand study the effeet e berformance of any of them.

idea in a ully controlied environment and study the € © In contrast, in Spread?’, we use the same rates as in

various parameters on the results. , (5,5) . - :
Sopt '+ but we spread the packets uniformly within the time

o 4 o R .
1) Default values of parametersif not stated otherwise, budget:im set byszm-%)n' It results in a further decrease of the

i - (65" " .
we use the following default values. The data packets affective loss raters,. This difference moderately grows with

it o
generated at the source with interil= 5ms. Next, they  A; However, for larger\t the rateg5, 5) become suboptimal

are encoded by systematic FEG, 8) and sent overr? = 2 nqer Spread. For instance, in the inset in Fig. 5 we show
independent pathsPy and P». The path propagation timehe pherformance of Spread under various rate configurations
difference isAt = t; —¢; = 100ms )Fma!l%, the two paths (,, ., _;,): the minimum is reached fof7, 3). As described
have the same average failure rafg’ =’ =0.01 and the in IV-C, allowing for this rate optimization leads to the opal
average loss burst length equalligyly’ =1/u% =10ms. Spread scheduls;; . Its advantage ove§|"s" grows roughly

2) The effective loss ratej, as a function ofA¢: In Fig. 5 €xponentially withAt.
we plot the effective loss ratej; as a function ofAt for four ~ Finally, we observe that the performance of the optimal
different schedules. Our first observation is that the sitiolh ~ Spread scheduls, ) is very close to the global optimum
results fit precisely the analytical curves. This is expecte(dashed curve) where packets are not necessarily evenly-
because our formulas do not use any approximations. spaced, as described in Section IV. This confirms the use-

Next, we compare the performance of various schedules. dness of the even-spread guideline that we follow in Sgirea
the Io_ss properties of th_e two paths are identical, the previ 3) Loss rate improvement as a function of various pa-
techniques [4,5,10] split the FEC packets equally betwegfimeters: Clearly, there are many parameters that affect the
Py and . This results in the optimal Immediate schedulgerformance of the schedules. We study the effect of some of
Sopt " = S(55y» 1€, With ny = ny = 5. As expected, this them on the relative loss rate improvemenin Fig. 6.
multipath schedule significantly outperforms the singl¢hpa First, plot (a) confirms that the advantage of Spread over

3Note that Sim™ and ;P are optimal subject to their construction Immediate grows with the propagation time differente

constraints presented in IV-A and IV-B, respectively. Second, with growing packet intervdl at the source, the
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Fig. 6. (a-d) Relative loss rate improvement due to usage of Spread instead of Immediate as a functionuoffarameters(a) path propagation time

difference At, (b) packet generation interval' at the source(c) the sizen of the FEC block,(d) loss rateqrg) of path P>,. (e) The gain in FEC block
transmission timéggc by the usage of Spread instead of Immediate. The optimal birateerates are:; = noy =5, which results in the effective loss rate
W*B(ng?g)l):o.ﬁ%. For Spread we choose the minimal FEC block transmissior i such thatr},(S;77) < W*B(S(ig?g)l). All results (a-e) are
analytical, computed for a system with = 2 paths and the following default parameters: FEC(1Q8)~= 100ms, T' = 5ms, wg') = 1%, l/pg) = 10ms,

k = n—2. Theirregular shapes of the curves are expected, because the computation infolves the rates optimization (see IV-C). For instance, i
figure (d), going from left to right, the optimal ImmediatedaSpread rate$ni,n2) change gradually (and separately) frqf 5) to (10, 0); every such
rate transition may introduce irregularities in the shapéhe curves.

fixed At becomes a smaller fraction of the entire FEC blocke consider the path propagation time constant and focus
transmission timérec. As a consequence, there is relativelpn (correlated) packet losses. However, as Spread results i
less to exploit andy drops withT', see plot (b). A similar a smallertggc, it also leaves more space to accommodate
phenomenon can be observed in plot (c), whigge grows potential jitter, thus naturally making Spread more robost
due to an increase in the numbenf FEC packets. jitter than Immediate.

Finally, in Fig. 6d we vary the loss rateg) of path T : :

) . . Trace-driven PlanetLab evaluation

P,. The difference between the path loss rates is a crucial ) ) ) ) ] )
parameter affecting the performance gain of the Immediate!n this section we f(_aed our S|mulat|qns with real-life packe
multipath over the single path transmission. Indeed, if afut loss traces_ collected in Internet experlments_. The tracewec
two paths one is very lossy and the other is very good, th&Qm two different PlanetLab (PL) [13] experiments. On gver

the optimal Immediate multipath sched¢”;™ uses mainly path the packets are sent with time-inten] i.e., with
(OI' only) the better path, which substantially limits the'rga the generation rate at the source. Every trace is a sequence

of multipath [5,7]. This is illustrated in plot (d) by the desd COMPOsed of symbol§ (packet not lost) ands (packet lost).

curve: the ratimg(Séfg)fg))/wg(S};g}m) is largest when the . E_veryc;ume(—j(:(_)nstra|neddexper:cm”ent Or?' Pl_an(ke)tLab should be

paths have identical loss properties, and quickly dimisshd€Signed and interpreted carefully. This is because at any
point in time most of PlanetLab nodes are overloaded. Not

with growing difference betweemg) and wg). : ) L :
We could expect a similar diminishing effect for the advaniny is their CPU utilization at 100%, but more importantly

tagey = % (Simm)/x% (S of Spread over Immediate.the gueueing delays experienced by the running processes

opt opt H 4 _
Surprisingly, this is not the case; remains relatively stable can be very s_lgnlflcant even up to sev_eral secon_ds_between
two consecutive accesses to CPU. This results in incorrect

(3 <y<6) for a wide range of values on‘g). Forwg) ~ 0.25 . d ket d ina d
the pathP, becomes too lossy, and both Immediate and Spre%[?pagatlon time measurements and pac et dropping due to
send all packets oi?; only and thus become equivalent. incoming puffer overflow at the_ destination .[1.9’20]' Moreav
the situation changes dynamically. We minimize the effects
4) Minimizing trec - decreasing delays and fighting jitter: of these problems by introducing periodic pauses in packet
So far we used Spread to minimize the effective loss #gdfe generation and avoiding the highly loaded PlanetLab nodes.
and keep the FEC block transmission tinig not larger than For more details please refer to [14].
that of Immediate schedutgg . Let us now reverse the prob- We use two data sets that we call ‘Relays’ and ‘Web
lem: Let us minimize the FEC block transmission tifi€. sites’. In ‘Relays’, every trace is collected on a two-hop
of Spread, and keep its effective loss rate not larger thah thyverlay path between three PlanetLab nodes (different for
of Immediate, i.e., subject to};(S;,;) < 75 (SH™). every experiment): source, relay and destination. The UDP
We plot the results in Fig. 6e. The gaifit?' — tf£. in packets at the source are generated edesy5ms and sent
FEC block transmission time is significant and grows roughlynmediately to the relay that forwards them to the destamati
linearly with At, astfga'—t7gc ~ At/2. The reduction ofrec - We collected more than 5000 traces, each covering 100
brings obvious advantages to delay-constrained appitsiti seconds of packet generation time.
using the multipath FEC system. First, the effective end-to The ‘Web sites’ data set consists of 2’839 traces used
end delays get smaller, which allows us to reduce the playdnt[10]. They were collected by sending 16-byte ICMP echo
time at the destination and keep the same level of the efiectpackets from 57 PlanetLab hosts to 55 popular web sites
loss rate. selected from [21]. Next, the ICMP echo-reply packets were
Another important interpretation is related to the deitgr, captured by Tcpdump, resulting in traces where packetsltrav
i.e., variations of path propagation times. Indeed, in sk from a PlanetLab node to a web site and back to the original



PlanetLab node. The packets were sent eZery 2ms. Each ‘Relays’ ' ' ' '

measurement lasted at least 800 seconds. 0.81 At = 10m?
For the sake of simplicity, we restrict the presentation L o6}

R=2 paths. In every simulation we ugetraces (one per patt 8 oal S |

randomly chosen from the pool of all available traces. Tt ' st =50

by construction, the paths are independent, typically gead 02f L e o]

at different times and places in the Internet. o : ; . ; L
Our basic metric is loss rate improvementAs described Loss rate improvement

in Section IV-C, it optimizes the rates of Immediate a

Spread. This optimization is based on the observed tre ' ‘Web sités’ ' ' '

One approach to this is to infer for every path its loss 1 0.8

wg) and the average loss burst Iengt,hug), feed them into o6}

the model and optimize the rates as in section IV-C. Howe 8 04l

this technique has two drawbacks: it introduces errors w

Irneasuri(r];glthe path properties, and assumes a particuleetp 0.2f e

0ss model. 0

We avoid these problems by working directly on the trac Loss rate improvement

as follows. First, similarly to [10], we split the tracesan. _. . . . .
. Fig. 7. The effective loss rate improvement(by using Spread instead of

40-second long intervals that we caliunks Based on these jmmediate) in trace-driven simulations under REG, 8). We useR = 2
chunks, we present two types of results. Mnacle we use independent paths with real-life loss traces; their pragiag times differ by
for ng%m and S(')sg; (separately) the rates that are optimal fo@t. We consider two data sets: ‘Relays’ (top) and ‘Web sitestttim).
the currently evaluated chunk. In contrast, Rrediction we )
use the optimal rates of the preceding chunk to evaluate thelhere are a number of approaches to evalaalytically
current chunk. Thus Oracle shows the best achievable sestii¢ Performance of multipath FEC with independent paths and
(at the chunk granularity) for Immediate and Spread with f}rsty path losses. For instance, [4,6,7,10] give fouredsffit
prediction errors, whereas Prediction represents a pedctiderivations of the effective loss rate; (or related metrics)
implementation. in such a setting. However, in all four cases the resulting

In Fig. 7 we present the results for FED, 8). The figure formulais only arapproximationof the complete solution due
presents the cumulative distribution of the relative loster {0 (Sometimes very significant) model simplifications. &irs
improvementy for At=10ms and At =50ms. We consider [6,7] use the discrete Gilbert model. Thus two consecutive

the cases where optimal Immediate uses both paths (iRAckets on one path are equally correlated irrespectively o
ni1 # 0 and ny, # 10) and there is space for improvementhe time intervals between them, which makes the models

(i.e., 75(Si™) > 0). In about 90% of cases we observe afftherently unable to capture any aspects of varying packet
advantage of Spread over Immediate. For instance, for b&fPacing. [10] also uses the discrete Gilbert model, but adap
data sets under Oracle witht =50ms, in 50% of cases the the transition matrix appropriately. The second approxiona
loss rater}, drops by a factor of 3 or more when we us€omes when computing the number of lost data packets,
Spread instead of Immediate. For smallet the advantage 9iven that a FEC block cannot be entirely recovered: [4] and

is less pronounced, which is in agreement with the resul8] use approximations described at the end of section JII-B

presented in the previous section. [7] simplifies the model by assuming that in such a case all

Finally, we find our simple prediction method satisfactorylata packets are lost, and [10] assumes that the numberst of lo

as the Prediction curve is always close to Oracle. data packets and redundancy packets are not correlated, Thi
[6] considers only a scenario with identical loss statsstin

VI. RELATED WORK every path. Finally, [10] assumes a large number of active

The performance of FEC on single path with correlated pathsR > 1 and small individual path rates, < n. This
loss failures is studied e.g., in [1,15,16]. One common co@lows the authors to apply the central limit theorem and
clusion is that the FEC efficiency drops with the increasingPproximate the joint distribution of the number of lostaat
burstiness of packet losses. and redundancy packets by a bivariate normal distribution.
Multipath transmission, as a way of de-correlating the To the best of our knowledge, we are the first to give an
packet losses and increasing the performance of FEC, vex@ct analytical formula for the effective loss ratg of FEC
first proposed in [3]. It has received more attention regentlprotection scheme on multiple independent paths with path
e.g., in [4]-[7,9,10]. Multipath is also studied in the cextt losses modeled by the Gilbert model.
of Multiple Description Coding [11]. As in most other approaches, we assume that the back-
In [5] the authors study a multipath FEC system by simwground cross-traffic is much larger than our own, and thus the
lations only, on artificially generated graphs. They alsceg load we impose on a path does not affect its loss statistics.
heuristic to select from a number of candidate paths a setQdenarios where this assumption does not hold are studied
highly disjoint paths with relatively small propagationlags. in [22] in the context of a single path FEC, and in [23] for



multipath FEC. where ) _
As in [4,9,10,23] we assume that the paths are independegpy — {1 ~¢ . Ti=1 . {1 - hi=1
This can be achieved by detecting correlated paths in end- L4 ~P)"°P 9therw'se p(l =) (_)th,erw'sa
to-end measurements [24] and treating them as one. Anotlrer) = L o i r’l: ! Qi) = {1 2 f é: L
approach is to find paths that are IP link disjoint, which dtou q§1 -7 otherwise fgl —q)"" otherwse
be possible if the site is multi-homed. Finally, even if &bt~ ? = P p(1r) 4=rpe(T)
available paths are to some extent correlated, we can still g
some performance benefits [5,6,8,25], though limited [2pB,2

Finally andmost importantlyto the best of our knowledge [1] W. Jiang and H. Schulzrinne, “Perceived quality of packedio under
bursty losses,Proc. of Infocom 2002.

no attempt has been made to exploit the path propagati¢s) v zhang, N. Duffield, V.Paxson, and S. Shenker, “On thestancy

time differences in multipath FEC. Indeed, all the worktelis of internet path properties,ACM SIGCOMM Internet Measurement
above use some variant of the Immediate schedule, wheﬁ Workshop2001. - .

. 3] N. F. Maxemchuk, “Dispersity routing in store and fondametworks,
packets are sent as soon as they arrive at the source. IRsONtr " pn p pissertation, University of Pennsylvanizo75.
in this paper we have proposed the Spread schedule tHal L. Golubchik, J. Lui, T. Tung, A. Chow, W. Lee, G. Franchsts,

exploits these propaaation time differences and sianifican and C. Anglano, “Multi-path continuous media streamingatvére the
P propag 9 ﬁy: benefits?"Performance Evaluation JournaVol. 39, 2002.
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